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- **Scalability**
  - Very large KBs
  - Reasoning with (very large numbers of) individuals

- **Other reasoning tasks**
  - Querying
  - Matching
  - Least common subsumer
  - ...

- **Tools and Infrastructure**
  - Support for large scale ontological engineering and deployment
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- **OWL** has simple form of datatypes
  - Unary predicates plus disjoint object-class/datatype domains
  - Well understood *theoretically*
    - Existing work on **concrete domains** [Baader & Hanschke, Lutz]
    - Algorithm already known for $SHOQ(D)$ [Horrocks & Sattler]
    - Can use **hybrid reasoning** (DL reasoner + datatype “oracle”)
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- OWL not expressive enough for all applications
- Extensions wish list includes:
  - Feature chain (path) agreement, e.g., output of component of composite process equals input of subsequent process
  - Complex roles/role inclusions, e.g., a city located in part of a country is located in that country
  - Rules—proposal(s) already exist for “LP style rules”
  - Temporal and spatial reasoning
  - ...
- May be impossible/undesirable to resist such extensions
- Extended language sure to be undecidable
- How can extensions best be integrated with OWL?
- How can reasoners be developed/adapted for extended languages
  - Some existing work on language fusions [Baader et al] and hybrid reasoners
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Important optimisations no longer (fully) work
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- Web ontologies may grow **very large**
- Good **empirical evidence** of scalability/tractability for DL systems
  - E.g., 5,000 (complex) classes; 100,000+ (simple) classes
- But evidence mostly w.r.t. $SHF$ (no inverse)
- **Problems** can arise when $SHF$ extended to $SHIN$
  - Important **optimisations** no longer (fully) work
- Reasoning with **individuals**
  - **Deployment** of web ontologies will mean reasoning with (possibly very large numbers of) individuals/tuples
  - Unlikely that standard **Abox** techniques will be able to cope
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Performance Solutions (Maybe)

- Excessive **memory usage**
  - Problem exacerbated by over-cautious double blocking condition (e.g., root node can never block)
  - Promising results from more precise blocking condition [Sattler & Horrocks]

- **Caching** and merging
  - Can still work in some situations (work in progress)

- Reasoning with **very large KBs**
  - DL systems shown to work with $\approx 100k$ concept KB [Haarslev & Möller]
  - But KB only exploited small part of DL language
Other Reasoning Tasks

Querying
Retrieval and instantiation won't be sufficient. Minimum requirement will be a DB style query language. May also need "what can I say about x?" style of query.

Explanation
To support ontology design, justifications and proofs (e.g., of query results).

"Non-Standard Inferences", e.g., LCS, matching
To support ontology integration and "bottom-up" design of ontologies.
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